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Abstiact— The European Traffic Obsewvatory is a European Union
VI Framework Program sponsoed effort, within the Integrated Project
EVERGROW, that aims at providing an paneuropean traffic measure-
ment infrastructur e with high-precision, GPS-synchionized monitoring
nodes. This paper describesthe systemand node architectures, together
with the managementsystem.
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I. INTRODUCTION AND SYSTEM ARCHITECTURE

Internettraffic is growing at an extraodinarypaceand,asa
consequencdraffic controlandforecastingarebecomingun-
damentalissuesfor network operators.The EuropeanUnion
VI Frameavork Programis sponsoringa major researcheffort
thataimsat building a solid understandingf the Internetevo-
lution until 2025, from a complex systemsperspectie. The
EVERGROW ! IntegratedProjectprovidesa multifacetedap-
proachto forecastinghe Internetevolution. Thedifferentsub-
projectsthat make up Evergrow cover a wide rangeof top-
ics, from distributed systemsand messageassingo measw
ing Internettraffic in realtime. Precisely one of the subpro-
jectsis specificallyfocusedon realizinga paneuropeamea-
suremeninfrastructure consistingof 50 measurementodes
which will be deployed at selectedeuropeariocations. Such
measuremennfrastructures called EuropeanTraffic Obser
vatoryMeasuementnfrastruCtue (ETOMIC).

ETOMIC is targetedto provide the scientificcomunitywith
a measuremenplattform that is i) fully openand reconfig-
urable and ii) extremely accurate(hanosecondsand GPS-
synchronized First, ETOMIC hasbeendesignedo allow re-
searcherto performanykind of measuremerexperiments.To
do so, researcherare provided with aninterfacefrom which
software uploadto the measuremenhodesis possible. A
choice of measuremenscriptsare also provided, that cover
the mostpopularmeasuremertechniquegpaclet pairs, etc).
Ontheotherhand theresearchemayalsoprovide his/herown
codefor the experimentsthatwill be automaticallycompiled
by the ETOMIC managemengystem.Then,noderesenation
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can be performedthroughthe web-basediserinterface. Fi-
nally, the ETOMIC managemeriterneltakescareof the soft-
ware uploadand experimentexecution,in a fully automated
fashion. On the otherhand,ETOMIC is a high-precisionin-
frastructuredueto the factthat EndaceDAG cards[1][2] are
incorporatedo thenodes.Suchcardsarespecificallydesigned
to transmit paclet trains with strict timing, in the range of
nanosecondsActually, the DAG cardtransmitcodehasbeen
specificallymodifiedaccordingto the ETOMIC requirements.
Furthermorea GPSis alsoincorporatedo the measurement
nodes,so that the whole measuremeninfrastructureis syn-
chronizedo thesamereferenceclock. For example,a possible
applicationis one-way delaymeasurementsetweemodes.
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Fig.1. ETOMIC

The systemcomponentgre depictedin figure1. A central
managemergystemis in chageof systemcontrol,comprising
notonly the schedulingandexecutionof measurementxper
iments, but also systemmonitoring (survivability) and confi-
guration. The centralmanagemensystemis composedy a
workstationandatraffic repositoryto whichmeasurementsan



be downloadedfor subsequenprocessing.The softwarerun-
ning in themanagemergystemis calledthe manayementker-
nel. Onthe otherhand,researchermteractwith the manage-
mentsystemthroughthe userinterfaceandaccountdatabase
ETOMIC providesanaccounto ary registeredresearcherso
that he/shecan upload software and download measurement
results. Finally, the interfacealso senesfor the systemman-
agerto enterconfigurationdataaboutthe measurementodes
andresearcheaccounts.

The paperis structuredas follows. The remainingof the
sectionis devotedto the stateof theart. Sectionll presentshe
nodearchitecturetogethemwith thenetwork interfacecardand
GPSdetails. Sectionlll presentgshe managemenkerneland
sectionlV is devotedto the userinterface. Finally, sectionV
presentshe conclusionghatcanbedrawn from this paper

A. Stateof theart

ETOMIC is not the only measuremeninfrastructurethat
is currently available in the stateof the art, which includes
the Sunweyor, Felix, IPMA andAMP [3]. Ontheotherhand,
NIMI (NationalInternetMeasuremeninfrastructure)4] is a
large-scalemeasuremeninfrastructurewith diverseadminis-
teredsites. ETOMIC differs from the previous measurement
infrastructuresinceit combinesn the sameplattformi) high-
precisionand GPS-synchronizatioandii) capabilitiesto run
all kinds of measuremergxperiments ETOMIC incorporates
dedicatedneasuremertiardwareanddedicatednachineghat
are administeredby a single managemensite, in contrastto
NIMI. Theaimis to createa high-precisiormeasuremerlat-
tform that can copewith the requirementf high resolution
measurements high-speecrvironments.Notethatthetim-
ing requirementgor Gbpsspeedsrevery strict both for pas-
sive andactive measurements:or suchscenariosa dedicated
hardware approachis often adopted5]. On the other hand,
high-precisiormandGPS-synchronizatiois alsoofferedby the
RIPENCC infrastructurg6]. However, themeasuremergoft-
wareavailablein the boxesis not uploadedby the enduseron
apermeasuremertiasis.

Il. NODE ARCHITECTURE

In this section the hardwareandsoftwarearchitecturef the
measurememniodeis described.

A. Hardware architecture

Themeasurementodesarebasedn standard®Chardware.
Themotherboards anintel S875WP1-BEwith Intel Pentium4
2.6 GHz processar1GB RAM, 200GB hard disk, two eth-
ernetinterfaces(one Gbit and anotherl0/100Mbit). The PC
alsoincludeswatchdogfunctionalities. The operatingsystem
is basedon a DebianGNU/Linux 3.0 (Woody) with enhanced
kernel capabilitiesfor low level network accesswithout root
privileges.

For the network monitoringinterfacean EndaceDAG 3.6

GE is used,which is specificallydesignedor active andpas-
sive monitoring. Suchcardsdo not useinterruptsto signal
pacletarrivalsto thekernel,and,thus,pacletscanbe captured
at gigabitspeeds Sharednemoryis usedasa meango relay
pacletsto theanalysisprogramrunningin userspacejn such
away thatinterruptsare avoided. Furthermorethe GPSref-

erencesignalis usedto timestampthe incoming packetswith

high resolution.On the otherhand,insteadof having the ker-

neltimestamphearriving paclets timestampings performed
andassoonasthe paclet arrivesby the carditself, sincethe

GPSis directly connectedo the card. As aresult,no kernel
inducedjitter is presenin the paclettimestamp.Onthe other
hand,DAG cardsprovide advancedcapabilitiesfor transmis-
sion: a burst composedy several packetscanbe transmitted
with preciseinterpaclet timing (nanoseconds).To this end,
the DAG card hasan internal high resolutionclock and uses
the GPSreferencdoo.

The GPSreferencds basedna GarminGPS35HVS. It is
alow-costwaterresistantGPSreceverthatis usedto synchro-
nizethe measurememodes.Specifically the GPSprovidesa
PPSsignal(pulsepersecondyirectlyto theDAG card. There-
sultingaccurag is 100 nanosecondi the paclkettimestamps
andinterframegeneratiorintervals.

An RS232-RS42Zorverterhasbeendesignedn orderto
bridgethe mismatchbetweenGPSreceverandPC ports. Fur-
thermore this corvertertransformghe RS232signalfrom the
GPSto a RS422signal that allows larger distanceshbetween
theGPSandthe PC.Thisis averyimportantissuebecausé¢he
GPSrecever hasto be placedoutdoorswith directsky visibil-
ity, mainly ontheroof. Thecorverter DAG cardandGPSunit
aredisplayedn figure 2.
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Fig. 2. DAG 3.6GE,GPSandconverter



B. Measuemennodesoftwae and APl

The measurementodesoftwareis implementedver GNU
Linux operatingsystem. Measuremenhodesare always lis-
tening for commandsrom the managemenkernel. On the
otherhand thenodesarestatelesandtheir functionalityis re-
ducedto a minimumin orderto improve therobustnes®f the
whole plattformin caseof a singlenodefailure. Accordingly,
thenodesoftwareonly providestransferresumefunctionality;
andsomeotherbasicmanagemertasks.

An API (ApplicationPrograminterface)hasbeendeveloped
for the DAG card,providing a high level interfacethatmimics
the BSD soclet interface programmingstyle. In the future,
we planto extendthe API with advancedcapabilitiessuchas
traffic filtering insidethe DAG cardor evenon-linecalculation
of basictraffic statistics.

I1l. MANAGEMENT KERNEL

The managemenkernel constituteshe core of the central
managemensystem. It is in chage of schedulingthe ex-
perimentsandkeepingthe correspondingesultsin the traffic
repository The softwareis implementedor GNU Linux oper
atingsystem.

Theresearcheis expectedto usethe (web-basedjnterface
in orderto book several nodesduring a certaintime interval
andin orderto uploadthemeasuremerdlientandsener. Such
bookingsare storedin the centraldatabasethat will be de-
scribedin the next section.Note thatthe databaseontainsall
the relevantinformationandsoftware aboutthe measurement
experiment. Thus, the managemenkernel is continuously
checkingthe databasdor nev measurementequests.Then,
SSL (SecureSocletsLayer, RFC 2246)is usedby the kernel
to securelycommandhe measurementodes.Suchnodesare
totally statelesdor failsafereasonsand communicationsre
alwaysstartedby thesener.

Oncea new experimenthasbeendefinedandthe deadline
for executionapproacheghemanagemerkernelperformsthe
following tasks:

« Softwareuploadandmeasurementodeconfiguration
« Experimentexecution
+ Resultsdownload

Suchtasksareinternalto the systemandtransparento the
researcherghatwill only usethewebinterfaceto uploadsoft-
wareto the centralmanagemergystemandretrieve measure-
ments.

The softwae upload and measuementnode configuation
taskis performedbeforethe experimentstartingtime. In this
task,the measurementrogramsareuploadedo the measure-
mentnodes. Accompalying datafiles may also be uploaded
thatcontaintracesor measuremerparametersThis allowsto
uploadmary differentparametergor one single experiment.
Thedatatransfethasbeenenhancedvith transferesumedunc-
tionalitiesin orderto be ableto managevery large datafiles.
Oncethe files are uploadedthe measurementodesare pro-

grammedwith thestartingandendingtime for eachof theexe-
cutableghataregoingto berunfor the experiment.Thistime
schedulings performedusingtheatd servicein Linux. Several
subtasksreperformedfor thistask,suchasquotaresenation
for theexperimentfile uploadandtime programmingor each
of themeasurementodes.

During the experimentexecutiontask,the managemeriter
nelis on standbyuntil the endof the experiment. It only has
to ensurethatno otherexperimentis usingthe samemeasure-
mentnodesn thesameime interval. Theaimis to completely
isolatethe measurememodessothatthe high-precisiormea-
surementardwarecanbe exclusively devotedto a singleex-
periment.

Oncetheexperiments finished themanagemerkernelwill
downloadtheresultingdatafiles from eachmeasurementiode.
The experimentfiles will be deletedat that time. Note that
during the download phasethe measurementodecannotbe
assignedo anothermeasuremengxperiment,sincethe mea-
surementand the download would interferewith eachother
An estimationof the downloadtime for an experimentis per
formedby the managemenkernelandstoredin the database
aspartof theresenedtime interval for suchexperiment.How-
ever, sincedownloadtime is highly dependenbn the network
connectvity, transferresumecapabilitiesarenecessaryThus,
the download phasemay be interruptedby the management
kernelandresumedn the future,dependingn the numberof
pendingmeasuremenequests.

Besideghe experimentmanagemertasksdescribedabove,
maintenanceéasksarealsoperformedby the managemeriter-
nel. Suchtaskshave low priority andthey take placewhen
no othertaskis scheduledor a givenmeasurementode. An
exampleof a maintenancéaskis to configurea newly incor-
poratedneasurementodeto thenetwork. To doso,the public
key andbasicsoftware configurationis uploadedo the node.
Finally, othermaintenance¢asksarerelatedto keepalve func-
tionssuchasconnectvity checkingandbandwidthestimation.

In orderfor the managemenrkernelto do the schedulingof
experimentsandmaintenanceasksa calendawill beused,as
shaown in figure 3. Thereis a calendamper measurementode
thatenforcesesourceasolationby notallowing concurrenex-
perimentgo run overthesamenode.Thegapsbetweerexper
imentsarefilled with maintenanceéasks. Figure 3 shavs an
exampleof schedulingor experimentq2,3)and(4,5),thatare
runningon non-overlappingsetsof measurememodes.

1V. DATABASE AND USER INTERFACE

ETOMIC providesaninterfacefor researcherandadminis-
tratorswhichfullfils thedifferentrequirementshey mayhave.
The former requirecapabilitiesto definenew experimentsto
resene the measurementodesandto downloadresultsfrom
the managemensystem. The latter requirefunctionalitiesto
manageaisersmeasurememodes softwareandexperiments.

It turnsout that the databaseand managemeniernel (sec-
tion Ill) are strongly interdependent.Note that the database
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Fig. 3. Managemenkernelinternaldatastructure

provides all the necessarysoftware and datato keep track
of measuremengxperiments.For example,the measurement
nodesdata(lP addresdor instance)is storedin the database.
In addition,thedatabasés usedto storethe experimentresults,
the experimentstatusandthe measuremeniodestatus.

The strong usability requirementsimposed by the re-
searchersand administratorsrepresented significant chal-
lengefor the interfacedesign. Solutionsbasedon providing
consoleaccesgqsshor telne) to the nodesduring the exper
iment were not deemedadequatein ordernot to burdenthe
researchewith launchingthe softwareat eachnodeandwith
schedulinghe tasksduring the experiment.Insteadusersare
provided with a graphicalinterfacefor settingup the experi-
mentbeforehandThen,themanagemerikernelis in chageof
experimentexecution.

The interfaceis basedon the ubiquitousWeb service. Us-
ing HTML4, Javascript,PHP4and ApacheWeb sener (using
a SecureSocletsLayer) we wereableto provide interfaceca-
pabilitieswhich arecloseto thoseofferedby end-usegapplica-
tions. Theaim s to facilitatethe definition of the experiments
asmuchaspossible. This targetedsimplicity and easeof use
posedmore stringentchallengeson the researchermterface.
On the otherhand,the ETOMIC administratorsnterfacewas
easierto define.

Sincethe ETOMIC interfaceis organizedaroundthe differ-
entsystemusersroleswe adoptthis approactin thefollowing
subsectionsAn snapshobf theinterfaceis show in 4.

A. Thereseacher

ETOMIC will mostly be usedby researcherwilling to de-
fine measuremeraxperimentsThis kind of useris offeredthe
following functionalitiesthroughtheinterface:

« Adding a new program: In orderto run simple experi-
ments, several scripts for sendingand receving IP paclets
with the DAG cardhigh-precisiortimestampingareprovided.
However, not only off-the-shelfprogramsare offeredbut also
anAPI for creatingnew programdor whatever experimenthe
researchemayhavein mind. Hence theinterfaceofferscapa-
bilities to uploadnew programsassourcecode.Theprograms

areautomaticallybuilt andmadeavailableassoonasthe com-
pilation processs over. Shellscriptscanalsobe uploadedn
suchaway theresearchecaneasilycreatebatch-worksbhased
on alreadyexisting programs.

« Uploading data files. Userprogramsmay requireconfigu-
rationparametersrinputdatafiles. Suchfiles canbeuploaded
atary time.

« Creating an experiment-Bundle The definition of a new
experimentcompriseseveralmeasurememntodesandseveral
programsrunning on eachnode, with different startingand
endingtimes. This is called an "ExperimentBundle”. First,
themonitoringnodesthatmake up the experimentmustbe se-
lected. Then,the programshatrun on eachnodearechosen.
A choiceof programsis offered,from the scriptsmentioned
beforeto thetraditionalunix network tools (ping, etc),besides
the sourcecodewritten by the user As alaststep,for eachof
the programsthat make up the experimentbundle an starting
andendingtime canbeprovidedrelativeto thestartingtime of
the experiment Thus, full flexibility is providedfor defining
asynchronousxecutionof several programswithin the same
experiment. It is notevorthy that the programsthat make up
the bundle canbe reusedfor otherexperimentbundles,since
they arepermanentlystoredin the database.

« Booking ETOMIC time: Oncethebundledefinitionis per
formed,the researcheshoulddefinethe startingtime for the
experiment. To do so, the interfaceshows the availability in-
tenvals pernode,togethemwith a best-fitsuggestionHowever,
it is upto theuserto selectary availabletimeinterval, depend-
ing on the specificexperimentrequirementgday time versus
nighttime, for example).

« Obtaining results The managemerkernelis in chage of
downloadingthe datafiles createdor modifiedduring the ex-
periment.Oncethe downloadis over, theresearchewill have
accesdo suchfiles throughthe interface. It is expectedthat
he/shewill bewilling to downloadthemto hislocal computer
in orderto processhe resultsoffline. Hence,functionalities
to downloada variablenumberof files, in compressefbrmat,
areoffered.

B. Theadministators

Different administrator types are ervisioned for the
ETOMIC system, which require different functionalities.
While ETOMIC is centrallymanagedtherearelocal admin-
istratorsper measuremermodeor setof nodes.Thatway, the
managememnf alarge numberof measurementodesis sim-
plified, sincenodeconfigurationcanbe performedocally (e.g.
changinghelP address).

The measurememntodelocal administratowill be the most
common. The availableparameter$or suchlocal administra-
tor include the available disk space,the numberof network
interfacesetc. Onthe otherhand,the nodeadministratorcan
alsorequestowntimefor maintenance.

Two ETOMIC system-wideadministratoraredefined.The
ETOMIC accountadministratorhas privilegesto open nen
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accountsfor researchersand to configure accountparame-
ters (maximum numberof experiments,maximum quotain
the databaseor in the measuremenhodes, etc.). Finally,
the ETOMIC superuseras privilegesto accessand mod-
ify low-level systeminformationandto abortarny experiment
programmedor in progress. All thesefeaturesare provided
througha userfriendly webinterface.

V. CONCLUSIONS

In this paper the EuropeariJnion VI Frameavork program
sponsoredcuropeantraffic Obsenatory hasbeendescribed.
The traffic obsenatory will provide a high-precisionfully
openedmeasuremenplattform for the benefitof traffic mea-
surementresearchers. Both the measuremennhodes high-
precision hardware and the userfriendly managemensys-
tem representttractive capabilitiesthat will surely spurthe
widespreadiseof thetraffic obsenatory.
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